Retrieved-context models of memory search and the neural representation of time
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Episodic memories are defined as taking place in a particular spatiotemporal context, that is, in a particular time and place. How the neural system constructs a representation of time is an open question. The perceptual characteristics of stimuli can be manipulated, allowing one to characterize corresponding changes in neural signal, but time is invisible, and cannot be manipulated directly. However, we can look at the structure and operation of computational models of memory to determine the predicted properties of a neural representation of temporal context. These predictions have been examined in a number of recent studies, reviewed here.
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Time and episodic memory
Life is a continually unfolding succession of events. As one moves through the world, the details of these events are tied to the time and place of their occurrence, sometimes in a rough way, and sometimes with great specificity. The cognitive system responsible for associating the details of a particular experience to a particular spatiotemporal context is known as episodic memory [1*,2]. The episodic memory system involves both associative and executive processes, and supports the retrieval of details of past experience, allowing one to review their past, and imagine their future [3]. In laboratory-based memory tasks, time is an important determinant of behavioral performance. Recently studied materials have a strong advantage on memory tests [4], and memory for the order of events can be long-lasting [5]. The effect of time on performance is not always straightforward. In some cases, forgetting occurs quite rapidly as time passes [6,7], and in other cases, seemingly forgotten associations can recover with the passage of time [8].

No one has yet developed a grand unified theory of the myriad effects of time on memory. Large gaps exist in our understanding of how the cognitive system represents time, and how a temporal representation might be used by the cognitive system to organize and retrieve one’s experience. However, theorists have been working steadily on this problem for the past several decades, yielding a variety of formal models that describe potential structures and processes engaged to solve the problem of the cognitive representation of time. A common feature to many of these models is the idea that a temporal representation should change gradually as time passes, such that events that happened nearby in time have similar temporal representations associated with them [9,10**,11,12**,13]. These temporal representations serve as context to one’s ongoing experience, in that they form a background that can be associated with the details of particular events, defining the episode of episodic memory. If these associations are bidirectional, then this gives the memory system a great deal of power: The details of a particular event can be used to retrieve the temporal context it occurred in, and the details of a particular temporal context can be used to retrieve the events that occurred while it prevailed [12**].

In this review, we will focus on retrieved-context models of memory search, which describe how the cognitive system could use integrative neural processes to construct a representation of temporal context, and how this context representation could be used to search through the contents of memory. These models were originally designed to explain behavioral performance in the free-recall task, which provides a simplified version of life’s continually unfolding succession of events. In this task, participants study a series of verbalizable items, and are then prompted to recall them in whatever order they come to mind. One can learn a great deal about the structure of memory by examining the particular order in which memories are retrieved in free recall [14]. Time is a dominant organizational factor, as demonstrated by the contiguity effect: After recalling a particular item, the next item tends to come from a nearby list position [15,16]. Retrieved-context models provide a set of simple cognitive mechanisms that can explain a wide variety of behavioral phenomena in memory search tasks. They also provide a framework for interpreting the functional significance of neural signals recorded during these tasks,
allowing us to generate testable hypotheses regarding how behavioral phenomena and neural signals arise from a set of well-specified cognitive operations.

**Retrieved-context models of episodic memory**

The first published retrieved-context model, the Temporal Context Model (TCM; [12**]), was designed to account for the recency and contiguity effects of free recall. TCM is implemented as a simplified neural network model with two layers of neurons (depicted schematically in Figure 1). One set of neurons represents the features of studied items (the feature layer), but generally could be thought to hold higher-order perceptual information regarding the perceptual environment of the participant, which could include the identity of studied words, the visual characteristics of pictures or objects, and the surrounding spatial environment. The second set of neurons (the context layer) uses integrative machinery to construct a temporal context representation. Items are assumed to have been seen or considered many times before, in many different contexts, and pre-existing synaptic connections link each item representation to a corresponding pre-experimental context representation. As such, when an item is studied, these item-to-context associations allow the system to retrieve contextual information associated with past experiences the person has had with the item. Integrative machinery in the context layer blends this retrieved pre-experimental context with whatever activity pattern is currently being maintained in the context layer. This integrative blending causes the temporal context representation to change gradually as new information is processed by the system. As such, the state of the context layer is sensitive to the recent history of the model’s experience, as contextual information associated with past items fades gradually as new items are encountered.

Episodic memory is dependent on reciprocal associative connections projecting from the feature layer to context layer, and from the context layer to feature layer. These associations are rapidly modified during the study period to bind each studied item to the prevailing state of temporal context. During memory search, these episodic associations allow the system to use the temporal context representation as a retrieval cue, prompting the system to retrieve item representations associated with a particular state of context. The gradual change of the context representation over time provides temporal structure to memory, in that experiences that happened nearby in time will be linked to similar states of context. Polyn et al. [17] likened the dynamics of the contextual retrieval cue to a spotlight sweeping across the contents of memory, as depicted in Figure 2. In terms of the model, the contextual retrieval cue activates a blend of item representations, and there is a competition to determine which item representation becomes fully activated. Once an item representation is reactivated, two things happen: The item is reported, and the item-to-context associative connections are used to retrieve contextual states associated with the item. The newly formed episodic associations allow the system to retrieve the contextual state that was active at the moment the item was studied. This recovered context makes the memories from around that moment more accessible; this allows the model to account for temporal organization in recall response sequences, and could be a general purpose mechanism to support reminiscence.

Over the past 15 years, this framework has been extended and modified to account for a wide variety of behavioral phenomena. TCM-A [18] included a set of accumulators to simulate response latency and account for the effect of distraction on performance. The Context Maintenance and Retrieval model (CMR) [17] added mechanisms to
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Schematic overview of the core cognitive mechanisms of retrieved-context models of memory. (a) Memory formation. Associative processes forge links between representations of studied items and a gradually changing representation of context during the study period. (b) Cue-driven memory retrieval. During memory search, the contextual representation is projected through episodic associative structures to reactivate representations of the studied material. The strength of support for each item is indicated numerically. (c) Mental time travel/episodic retrieval. A reactivated item can prompt the system to retrieve the context state originally associated with that item during the study period.
The spotlight analogy. The contextual retrieval cue can be thought of as a spotlight, with the studied items placed at even intervals across a stage. During memory search the spotlight shines on the contents of memory, with the context-to-item associative connections determining which items the spotlight shines on. After an item is recalled, retrieved context centers the spotlight on the part of the stage where the remembered item was placed during study. The shifted spotlight illuminates items from neighboring serial positions of the just-recalled item, giving those neighbors an advantage in the ensuing recall competition. This mechanism supports temporal organization in free recall, where neighboring items on the study list tend to be reported successively. (Inset) A lag-based conditional response probability (lag-CRP) analysis reveals temporal organization in free recall. After recalling a particular item, the next recalled item tends to come from a nearby position on the study list.

account for organizational effects related to the source and semantic identity of the studied items. Howard and colleagues showed that this integrative contextual mechanism could also be used to construct spatial representations [19] and semantic representations [20]. The model has been applied to consolidation effects [21], the spacing effect [22], proactive interference and recall errors [23], differences in performance across groups and individuals [24,25], and the nature of episodic and semantic interactions during memory search [26].

A gradually changing temporal context representation provides continuity to an experience by causing temporally proximal events to cohere with one another in memory. As such, a disruption of this temporal representation could be used to partition experience. If the representational state of context changes dramatically, events that occur post-disruption will not be linked to events that occurred pre-disruption. Studies examining this have disrupted memory with task shifts [17,27], category shifts [28], words in a narrative indicating the passage of time [29], and having participants pass through a spatial boundary like a doorway [30]. Context-based models can simulate these disruptions as an increased probability of a representational shift in the context representation [17,31]. In a retrieved-context model, a transient increase in the rate of integration would cause the context representation to leap forward [17]. Returning to the spotlight analogy, it would create a large gap between two items successively placed on the stage. With such a disruption, the spotlight could shine on the item on one side of the gap, and hardly illuminate the items on the far side. This could be a mechanism for creating distinct episodes in episodic memory, and perhaps more generally for creating event boundaries during ongoing experience [32,33].

Neural studies of temporal representations
The cognitive operations of retrieved-context models provide a good starting point for developing a neuroscientific theory of how a representation of time might be constructed and used by the brain [34,35]. A number of recent studies have used multivariate pattern analysis (MVPA; [36]) and representational similarity analysis (RSA; [37]) to find evidence of neural signals with dynamics consistent with a temporal representation. In these
Current Category-related studies, neural activity across a set of voxels (in fMRI) or across a set of electrodes (in scalp EEG and ECoG) is sampled at various time points in an experiment. Each time point provides a multivariate neural activity pattern. If studied items are drawn from categories known to elicit distinct patterns of brain activity, MVPA can be used to track the strength of category-specific neural signals both as the material is learned, and during a memory test [38]. The retrieved-context models described above were developed to explain how the dynamics of item and context representations relate to behavioral performance. Here, we review a number of studies that have used these model representations to interpret the functional significance of dynamic neural signals recorded as people perform memory tasks.

Morton et al. [39] recorded scalp EEG signal as participants studied lists of items drawn from three neurally discriminable categories (celebrities, landmarks, and objects). They constructed a multivariate neural activity pattern for each study item, where the features of each pattern were wavelet-based estimates of oscillatory power at several frequency bands (for every electrode) during the interval following stimulus onset. These distributed patterns of oscillatory activity contained information about the category of a studied item, and were also sensitive to the recent stimulus history, as shown in Figure 3. The rise and fall of these category-specific patterns was predictive of category clustering (recalling items from the same category successively) during a later free recall test. These neural dynamics are consistent with the operation of a temporal context representation. When a series of items from the same category are studied, each will likely retrieve a blend of item-specific and category-specific contextual details. The integrative mechanism will blend these retrieved representations together, emphasizing the category-specific details common to the items, and improving a classifier’s ability to identify the current category. This same blending operation will cause information related to the previous category to fade gradually. If this context representation is later used to probe memory, a strong category-specific signal at study should support organization of retrieved memories by category (as was observed). Morton and Polyn [40] replicated this finding of integrative category-related activity and showed that both the integrative neural signal, and the behavioral phenomenon of category clustering are disrupted by an inter-item distraction task (mental arithmetic).

Chan et al. [41] also found a relationship between integrative category activity and recall behavior in an fMRI study of free recall (using the same stimulus categories as above). They structured study lists such that items from a target category were preceded equally often by members of each of two other non-target categories. They found that there was variability in how strongly the preceding category information persisted during the study of the target item. Target items with a lot of residual activation from the same preceding non-target category tended to group together during a later recall period, even though the items came from distant parts of the study list. This is consistent with the idea that the residual non-target category information is integrated into a retrieval cue that is constructed as the study list progresses.

Medial temporal lobe (MTL) brain structures are known to play a critical role in episodic memory processes [42].

Figure 3

Category-related neural activity shows integrative dynamics. Morton et al. [39] used MVPA to track category information in scalp EEG signal as participants studied mixed lists of celebrities, landmarks, and objects (memory was tested using free recall). (a) As a train of same-category items is presented, the classifier’s estimate of the current category increases, indicating that category-specific activity is integrated over multiple item presentations. (b) Activity related to the previous category declines with train position, again consistent with integration over multiple items. Activity related to the other category (not current or previous) serves as a baseline, and does not decline with train position of the current category.

Data from Morton et al. [39] Cerebral Cortex.
A number of studies have examined the dynamics of neural activity patterns in MTL as a sequence of items are viewed, and have found that these patterns display context-like properties [43]. Many of these studies use RSA to calculate the pairwise similarities of neural activity patterns (usually using either a correlation-based or cosine measure) [37]. The level of similarity between two patterns has been used as a proxy for contextual evolution (when study-period patterns are being compared with one another), or as a proxy for contextual retrieval (when recall-period patterns are compared with study patterns). Hsieh et al. [44] used RSA to show that well-learned sequences of items elicit highly similar hippocampal activity patterns across repeated presentation of the sequence, and that these patterns are highly sensitive to temporal context. They found that the same item embedded in two different well-learned sequences elicited two distinct neural patterns, and that when an item was embedded in a randomly ordered sequences there wasn’t clear evidence for either item or position information in the neural patterns. The dynamics of MTL activity patterns have also been related to behavioral performance on memory tests. Ezzyat and Davachi [45] found that items associated with similar neural patterns (from hippocampus) were later judged to come from nearby positions in a study list. Similarly, DuBrow and Davachi [46] found that increased hippocampal similarity between two items was predictive of successful performance on a later recency discrimination. In contrast, Jenkins and Ranganath [47] found that more dissimilar hippocampal patterns at study were predictive of successful recency discrimination, and Jenkins and Ranganath [48] found an area of rostrolateral PFC where dissimilarity between successive patterns at study predicted good performance on a temporal reconstruction task. More work is needed to determine whether pattern similarity or pattern dissimilarity during study is more conducive to good temporal memory; this work may benefit from computational simulation of temporal discrimination tasks [35] to determine whether different task variants may be differentially sensitive to pattern similarity (with some tasks benefitting from more similarity, and some benefitting from less).

Other studies have examined neural activity during the memory test itself; looking for neural activity with dynamics consistent with the operation of a contextual retrieval cue. Kragel et al. [49] found neural signal in posterior hippocampus and adjacent parahippocampal cortex that increased when successively recalled items came from nearby list positions, linking these regions to temporal organization and contextual processing, as shown in Figure 4. DuBrow and Davachi [46] found that MVPA category estimates taken during a recency discrimination reflected the category identity of the items intervening between the two probed items on the study list. This suggests that contextual information from the study period is being reactivated to support the recency discrimination. This is consistent with a study by Ritchey et al. [50] finding that recognition memory performance is

Figure 4

Linking fMRI BOLD activity to contextual retrieval. (a) Kragel et al. [49] used a neural-behavioral retrieved-context model to identify a cluster of voxels in medial temporal lobe that were informative for the context retrieval operation in the model. HCMP, hippocampus; pPHG and aPHG, anterior and posterior parahippocampal gyrus; aTFC and pTFC, anterior and posterior temporal fusiform cortex. (b) Neural responses were partitioned into high-activity (High) and low-activity (Low) recall events, where High responses were >0.5 SDs above the mean response. The behavioral recall events were partitioned according to whether the MTL response was High or Low. The graph characterizes temporal organization in the two sets of recall events. There is an enhanced likelihood of short-lag transitions for high-activity MTL events (i.e., when MTL activity is high, the next response is more likely to come from a nearby list position to the prior response).

Data from Kragel et al. [49] Journal of Neuroscience.
enhanced when the neural activity pattern recorded during the test of a particular item matches the pattern recorded when the item was originally studied. Along similar lines, Manning et al. [51] found that the pattern of intracranial ECoG activity during recall of an item matched the pattern recorded when that item was studied, and showed graded similarity to patterns for neighboring study items, consistent with the retrieval of a gradually changing temporal representation. Howard et al. [52] found a similar effect in intracranial single-unit activity as participants viewed a sequence of stimuli in a continuous recognition paradigm. The overall pattern of single-unit activity changed gradually, and when an item was repeated, a component of the neural activity pattern matched the pattern observed just before the item’s first presentation. Electrophysiological studies of neural activity in rodents have also found evidence of gradually changing neural activity patterns that relate to the animal’s behavior [53,54].

Open questions
Many questions remain regarding the nature of the cognitive processes supporting memory search, and how these processes give rise to the wide variety of behavioral phenomena observed over more than a century of experimental work. Here, we focused our review on the representation of time, and its role as an organizational factor in memory. However, there are many other kinds of information that have powerful effects on memory organization, such as semantic knowledge [55] and source characteristics [56]. The studies by Morton and colleagues described above suggest that semantic information is integrated into a representation of temporal context. This aligns with behavioral studies demonstrating the complexity of temporal and semantic interactions in memory search, such as those examining how category clustering is affected by the spacing of items in the study list, and how category-related interference is affected by the timing of presentation of study materials [40,57–62]. The development of computational models to account for the interactions between episodic and semantic memory may allow us to bridge between our theories of how meaningful perceptual stimuli are coded neurally [63–71] and our theories of the neural representation of time.

Conclusions
Retrieved-context models describe a set of cognitive processes that work together to support memory search. These models have been successful in accounting for a wide variety of behavioral phenomena from the free-recall task and its variants. We believe these models provide a starting point for thinking about how the neural system might construct a representation of time, and how it might use such a representation to organize and probe memory. As such, these models may help us interpret the potential functional significance of temporally sensitive neural signals in memory tasks.
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